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ABSTRACT 

Heart disease is one of the most common causes of death in the general population. The prognosis of patients with heart 
conditions is greatly impacted by early detection. Several recognized factors can contribute to life-threatening cardiac 
problems, such as Age, sex, heart rate, cholesterol, and sugar. However, an expert may find it challenging to assess each 
patient while considering these factors due to the large number of variables. The work suggest assessing patients' risk of 
cardiovascular disease by combining Machine Learning (ML) and Deep Learning (DL) with feature augmentation techniques 
to form an ensemble model. The DenseNet, Gated Network Model (GNM) and Multi-Layer Perceptron’s (MLP) are 
combined to form the ensemble model. The results of the proposed methods demonstrate a significant improvement, 
particularly for a condition that impacts a large population, surpassing previous methods by 4.4% and achieving a 95.89% 
accuracy rate 
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1. INTRODUCTION 

Worldwide, the leading cause of illness and mortality is cardiovascular disease (CVD). The term "cardiovascular disease" 
describes any condition that impacts the heart, blood vessels, or the body's capacity to pump and circulate blood [1]. Heart 
disease is a prevalent condition that has taken many lives. This is because it influences the function of the heart and can cause 
death. Heart disease, considered to be one of the primary causes of death, has become more prevalent in the population of 
the world during the past few decades [2]. Every year, heart disease kills over 17.7 million people. A specialist physician 
diagnoses heart illness, which is necessary for effective treatment. This drawback is that diagnoses are susceptible to human 
error and may not be objective. Because heart failure has been the focus of a great deal of research because of its intricate 
diagnosis procedure, a computer-aided decision support system, such as the one described in [3], is highly beneficial. The 
use of data mining tools has shortened the time required to make an accurate disease forecast. Particularly in underdeveloped 
nations, heart problems can result in a variety of consequences that can lower the quality of life or possibly cause death. 
Additionally, underdeveloped nations and those with less developed healthcare systems had greater rates of heart failure-
related mortality [4]. This highlights the importance of creating a method to guarantee an accurate and prompt evaluation of 
a patient's risk for heart failure. Because of these factors, several writers have developed methods that, by considering various 
parameters, aid in identifying cardiac disease. Most of these methods employ machine learning methods to get around issues 
caused by statistical analytic methods that lose predictive information in sizable datasets that interact in multiple dimensions 
[5]. Large datasets that allow the identification of present ailments using historical data spanning a significant amount of 
time have often been beneficial to many of these investigations. However, until a few years ago, the findings concentrated 
more on identifying heart abnormalities without delving into whether they were potentially dangerous or harmless [6] . The 
researchers used a boosted decision tree technique to look for correlations between death and patient characteristics. Suppose 
a patient passed away shortly after being admitted to the hospital, and it was determined if they had a high or low probability 
of passing away. Taking into account the recommended labeling, the findings revealed a 0.88 area under the curve. Author 
et al. [7] introduced several techniques, like support vector machines (SVM), k-nearest neighbor (kNN), neural networks, 
decision trees, stochastic gradient descent (SGD), and the combined nomenclature (CN2) rule inducer. As a result, they could 
predict heart disease with an accuracy of up to 87.69%. Although validations have only been conducted on a few people, the 
article suggests a technique to diagnose heart disease satisfactorily [8]. In a recent study, the author looked for the most 
accurate machine learning classifiers for various diagnostic applications. A number of supervised machine learning 
algorithms were evaluated for their accuracy and efficacy in predicting cardiac disease. Making use of Decision Trees, 
Random Forest, and kNN, the results demonstrated 100% accuracy; however, they only displayed the best outcome obtained 
following a cross-validation procedure, which is not definitive [9]..  
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Since traditional machine-learning models demonstrated encouraging outcomes for this issue, several other writers have 
experimented with different machine-learning techniques. For example, a variety of machine learning techniques were 
employed to estimate the 30-day mortality risk for heart failure patients following their discharge. Multiple-variate adaptive 
regression splines, bootstrap regression tree aggregation, random forest classification, the arithmetic mean, main-terms 
Bayesian logistic regression utilizing a Cauchy prior, extended boosted regression, logistic regression of the primary terms 
with and without variable selection, and regression trees was utilized to determine each patient's marginal probability of 
death [10]. According to the results, ensemble models outperformed the benchmark models. To anticipate and identify 
cardiovascular disease recurrence, the researchers employed five classifier model techniques: support vector machines, 
artificial neural networks, Naive Bayes, regression analysis, and random forests. From the UCI collection, we used the 
Cleveland and Hungarian datasets. The random forest approach produced the best results (98.12% accuracy), demonstrating 
that ensemble algorithms outperformed individual methods. The use of ensemble algorithms has shown strong efficacy in 
diagnosing diseases such as diabetic retinopathy, hepatitis C and breast cancer in addition to heart failure [11]. Recently, 
neural network-based deep learning techniques have also been used to address medical conditions like the risk of heart 
failure. Early identification of heart failure risk using Convolutional Neural Networks (CNNs) and basic electrocardiograms 
(ECGs) [12]. The AUC for CNN was 0.78. The risk of cardiac failure was also predicted using adaptive multi-layer networks. 
Compared to regular neural networks, these networks fared better than hybrid and ensemble approaches in earlier years. The 
sample size was limited since only 297 patients were assessed because the Cleveland dataset was employed in this 
investigation [13]. Several well-known datasets, including Hungary (294 observations), Stalog (270 observations), Long 
Beach, Virginia (200 observations), Cleveland (303 observations), and Switzerland (123 observations), were combined to 
produce a new dataset last year [14]. This made it possible to train new methods that used comparatively few features to 
categorize this vast number of samples. Finding techniques for classifying cardiac issues that enable us to have a high success 
rate in early disease identification is the primary goal of our research [15]. Considering the assessed dataset, two secondary 
objectives have been accomplished:  

Developing a novel ensemble approach to classification problems using a small number of features which combines 
DenseNet, Gated Network Model (GNM) and Multi-layer Perceptron’s (MLP) for heart disease prediction; 

Using ensemble neural network properties to enhance existing feature augmentation methods. 

To accomplish these, an ensemble-based architecture are presented in this study for the data processing and analysis that 
follows. The architecture attains up to 98% precision, which is a noteworthy development and a massive aid in assessing the 
risk of cardiac conditions. 

The rest of the study is displayed as follows: A comprehensive review of earlier studies to predict heart disease is provided 
in Section 2. The suggested ensemble model for feature analysis and prediction is highlighted in the methodology section. 
The experimental analysis and numerical findings are displayed in Section 4. Under Section 5 the job summary is presented. 

2. Related works 

The prediction of heart disease (HD) and its associated problems is a complex topic, and using machine learning approaches 
to address it is becoming more and more common these days. The need for an effective HD prediction system has grown due 
to a shortage of doctors and incorrect or delayed diagnoses. Hospital administration uses automated methods to handle the 
massive volume of data created daily [16]. The data is represented in charts, photographs, and sequence numbers to track 
and assess the patient's health information. As a result, the current era requires that the HD datasets be categorized for 
effective predictions and that the main pattern be identified through feature selection. Feature selection and classification 
techniques can be used to do this. Furthermore, redundant features have been removed from the data using fast correlation-
based feature selection (FCBF). Artificial neural networks (ANN), support vector machines (SVM), KNN, and naïve-Bayes 
Random Forest (NBRF) are the following classification techniques used. Particle swarm optimization (PSO) and ant colony 
optimization (ACO) are two examples of specialized optimization techniques that are used to improve classification 
algorithms [17] – [18]. This procedure would yield precise prediction results and increase the accuracy of HD categorization. 
As a result, this method is crucial for diagnosing HD. The dataset's features have been chosen for prediction using the genetic 
algorithm (GA). A range of feature selection algorithms, such as the one-attribute filtered-attribute methods, correlation-
based feature selection (CFS), consistency-subset, filtered subset, info-gain, and relief technique, have also been used in this 
work to compare the outcomes of the suggested framework. SVM-based optimization function was used [19]. According to 
the jack-knife cross-validation (CV) process, feature selection algorithms and classification approaches employ several 
internal processes, including feature extraction methods, data discretization and feature reduction with the application of the 
heuristic rough-set reduction technique, to obtain prediction results from the data. The accuracy rate of the whole result of 
these processes is 92% [20]. These machine-learning algorithms produce accurate results for cardiac disease prediction and 
have shown themselves to be an effective method for medical optimization. Nevertheless, some of the less effective strategies 
should be improved by merging them with other classifiers [21]. Apart from enhancing the precision of inadequate 
classification systems, the method suggested can also predict heart disease early on. When assessing HD risks, the ensemble 
techniques, which include bagging and boosting, perform better and increase the prediction accuracy of weak classification 
techniques. Combining the optimization algorithms is another way of hybridizing machine learning techniques [22]. This 
situation was discussed where a hybrid strategy combining the PSO optimization algorithm and the slap swarm algorithm 
(SSA) was suggested [23]. The prediction method uses the hybrid approach known as SSAPSO, which was created by fusing 
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the two algorithms mentioned. It is evident from the methods presented for HD prediction that hybrid algorithms provide a 
high level of exploration efficacy throughout the prediction phase [24] – [25]. 

2. METHODOLOGY 

These 11 clinical characteristics include the type of chest discomfort (atypical, non-anginal, atypical, or asymptomatic), age, 
sex, and Age, sex, resting blood pressure (mmHg), serum cholesterol (mm/dl), whether or not exercise causes angina, and 
whether the peak workout ST segment slopes upward, downward, or flat, and the old peak (number value observed in 
depression)  are all factors to consider. The output class, 0 (normal) or 1 (heart disease), is shown in column 12. Previously 
available separately, the Stalog, Long Beach, Switzerland, Cleveland, and Hungarian datasets had never been merged into a 
single dataset as of September 2021. The final dataset for heart disease consists of 918 samples, each class having the same 
number of cases, which includes 508 cases in the heart disease class and 410 instances in the healthy class. Therefore, there 
has been no requirement for ways to deal with classes that are not balanced [26].  

3.1. Prediction 

The suggested ensemble models, comprise various DL models. A detailed discussion of each deep model utilized in the 
suggested ensemble models is provided in this section.  

a) DenseNet  

DenseeNet is a CNN architectures. Seven layers make up the architecture of DenseNet: two pooling, two fully connected, 
and three convolutional layers. Five of the seven layers in the model are learnable, as the name implies. Fig 2 depicts the 
architecture of DenseNet. Its primary function is the recognition of handwritten digits. It is a popular architecture due to its 
ease of use and effective pattern recognition capabilities. DenseNet is utilized in this study to detect cardiac disease. 
Convolutional layers are crucial to DenseNet's ability to uncover complex linkages and hidden trends within the information.  

 

Fig 1 Flow diagram of Ensemble classifier model 
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After the convolutional layers, the network is made less complex using the pooling layers, which reduce the feature maps' 
dimensionality without compromising the most critical data. The first convolutional layer applies a 1D convolution to 1D 
heart disease data using five kernels and thirty-two neurons. A pooling layer then follows. With eight neurons and the same 

kernel size, the second convolutional layer improves the feature maps even more. Sixteen neurons are used in a 1 ×  1 
convolution in the third convolutional layer. Three completely connected layers with 32, 16, and 4 neurons each follow. In 
the final dense layer, a sigmoid activation function is employed, whereas a tanh activation function is used in the first five 
learnable layers. The probability of heart disease is output by this previous layer. This combination of activation functions is 
used to maintain a balance between network non-linearity and computational efficiency [27]. DenseNet is an easy-to-
implement and successful model. DenseNet is, therefore, a well-liked option in the DL space. The DenseNet architecture's 
alternating convolutional and pooling layers, which are succeeded by fully connected layers, offer a strong foundation for 
problems involving predicting cardiac disease.  

 

Fig 2. DenseNet architecture 

b) Gated Network Model (GNM) 

GNM is a type of RNN that aims to lower the quantity of parameters and streamline the gating mechanism, enhancing 
computing performance and making training easier. The gated procedures also control and manage the information flow in 
the NNs. It was created to overcome some of RNN's drawbacks, such as disappearing gradients, while successfully capturing 
sequential dependencies. GNM makes it possible to extract long-term dependencies from enormous sequential data without 
deleting information from the preceding segment of the data sequence. As illustrated in Fig 3, GNM transfers data across 
cells via a reset gate, an update gate, and a hidden state. The reset gate establishes the amount of earlier data that should be 
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lost, whereas the update gate establishes the amount that should be saved. The hidden state is a memory, storing the data 

from previous time steps. As GNM handles sequential input, it changes with time. A reset gate receives the current input (𝑥𝑡) 

and the previous hidden state (ℎ𝑡−1). 

𝑟𝑡 =  𝜎[𝑊(𝑟)𝑥𝑡 + 𝑈(𝑟)ℎ𝑡−1] (1) 

In the meantime, the upgrade gate adds fresh data to the hidden state. The GNM determines a potential hidden state by fusing 

the previously identified hidden state with new information from the current input. When sequential data processing is needed 
in the DL field, GNM works well. In contrast to LSTM and other RNN variations with gating mechanisms, the GNM has a 
simpler design and fewer parameters. This increases the GNM's computational efficiency while working with constrained 
resources [28]. 

 

Fig 3. GNM architecture 

c) Multi-Layer Perceptron’s 

Multiple layers of interconnected neurons make up the MLP type of ANN. A feed-forward neural network's data flow is 
unidirectional, which means it starts at the input layer, progresses via hidden levels, and ends at the output layer. To produce 
precise predictions, the network learns to modify the weights assigned to each node-to-node connection during training. An 
input layer, an output layer, and a buried layer or levels are the three primary layer types that make up an MLP. The essential 
architecture of MLP is shown in Fig 4. Nodes representing the input data's characteristics make up the input layer. The input 

layer's output, represented by 𝑎0, is the same as the input values for the input features 𝑥1, 𝑥2, 𝑥3, . . . , 𝑥𝑛.  

𝑎0 = [𝑥1, 𝑥2, … , 𝑥𝑛] (2) 

 

The MLP's input and output layers are divided by one or more hidden layers. A hidden layer's nodes are linked to all nodes 
in its adjacent layers, both before and after. Each node's output in the hidden layer is determined through the application of 
an activation function to the weighted sum of the inputs. Tanh, ReLU, and the sigmoid function are examples of standard 
activation functions. The network's output layer generates the final output. The weighted sum and an activation function are 
used in a calculation comparable to the hidden layers. 

𝑧𝑘
𝐿 = ∑ 𝑤𝑘𝑗

𝐿 𝑎𝑗
𝐿−1 + 𝑏𝑘

𝐿

𝑁𝐿−1

𝑗=1

 

(3) 

𝑎𝑘
𝐿 = 𝜎(𝑧𝑘

𝐿) (4) 

 

The preceding layer's node count is 𝑁𝐿−1, the connection weight is 𝑤𝑘𝑗
𝐿 , the output of the 𝑗𝑡ℎ node in the previous layer is an 

𝑎𝑗
𝐿−1, the bias term is 𝑏𝑘

𝐿, the activation function is 𝜎, and the output nodes are indexed by 𝑘. A supervised learning technique 

trains the MLP architecture, altering the biases and weights to reduce a loss function. To reduce error, gradient descent and 

back-propagation are typically employed [29]. Algorithm 1 uses 𝑥 as the input, 𝑤 for weights, ℎ for hidden layers, and 𝑙 for 
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the number of hidden layers.  

 

Fig 4. MLP architecture 

Algorithm 1:  

Initialize: Cleveland dataset 𝐷 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛 , 𝑦𝑛)} 

1. Perform data partitioning based on features and labels 𝑋𝑡𝑟𝑎𝑖𝑛 and 𝑌𝑡𝑟𝑎𝑖𝑛 

2. Input X;  

3. Initialize 𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡 and 𝐺𝑁𝑀 with network architecture and parameters; 

4. Provide dataset input 𝑋 via Densenet; 

5. 𝑌𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡 = 𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡 (𝑋); 

6. Provide input 𝑋 via GNM; 

7. Concatenate GNM and DenseNet; 

8. Perform concatenation 𝑌𝑐𝑜𝑛𝑐𝑎𝑡 = 𝑐𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑖𝑜𝑛 (𝑌𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡,𝑌𝐺𝑅𝑈); 

9. Perform concatenation output via fully connected MLP layer; 

10. 𝑌𝑐𝑜𝑛𝑐𝑎𝑡 = 𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡 (𝑌𝑐𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑖𝑜𝑛); 

11. Perform sigmoid function to acquire output; 

12. 𝑌̂ = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (𝑌𝑜𝑢𝑡𝑝𝑢𝑡) 

13. Perform final prediction outcomes; 

 

4. Experimental setup 

The confusion matrix evaluates these proposed models' performance and the individual models. As shown in Table 1, True 
Positives (TP), False Positives (FP), True Negatives (TN), and False Negatives (FN) comprise the confusion matrix. It helps 
assess performance indicators like F1-score, recall, accuracy, and precision. To begin with, a pre-processing step was done 
to clean up the dataset and extract more valuable information. Three new columns reflecting the age range of young, adult, 
and senior were added when the Age was removed. Three new low, medium, and high blood pressure columns were created 
using the resting blood pressure feature. Three columns were created from the cholesterol feature: low, medium, and high, 
representing risk. A single hot encoding technique was used for the ST Slope, RestingECG, and Chest Pain Type features. 
Lastly, a label encoder was used to handle Exercise Angina and Sex. After this approach, we are left with a dataset consisting 
of 24 features. Ten folds of k-fold CV have been performed on each trial to eliminate randomness. Analysis of each model 
has been done using a thorough grid search with hyper-parameters. The results provide the score for the hyper-parameter 
setup with the optimal ten-cycle mean value. One classifier are both trained simultaneously, make up neural network 
topologies for feature augmentation. We've implemented two distinct settings. The first creates a bi-dimensional matrix using 
the latent space, whereas the second uses an MLP classifier to build a 2D convolutional neural network [30]. For training in 
both cases, the ADAM optimizer was used due to its ability to handle sparse gradients, invariance to gradient rescaling, and 
short optimization time greatly enhancing neural network performance. The loss functions selected for the classifier subnet 
were binary cross-entropy and mean squared error for the decoder. The following is the definition of binary cross-entropy, 
and is utilized since it is the same as applying the greatest likelihood to fit the model. You can define mean squared error as 
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follows:  

−(𝑦𝑙𝑜𝑔 (𝑝) + (1 − 𝑦) log(1 − 𝑝)) (5) 

∑(𝑥𝑖 − 𝑦𝑖)2

𝐷

𝑖=1

 

(6) 

 

Additionally, it is used because it heavily penalizes significant errors, which, when applied to autoencoders, is interesting for 
feature reconstruction. By contrasting different latent space sizes, the significance of this parameter in the final classification 
was investigated. 

4.1. Result analysis 

The authors have analyzed the traditional machine learning techniques covered to compare the suggested and other strategies. 
As previously mentioned, the optimal hyper-parameters for each method have been determined via a grid search. Fig. 5, 
which shows the mean of accuracy using the ideal arrangement, illustrates this result. With the highest accuracy of 86%, 
these data show how well the neural network performed. Comparable results from the RF or the SVM ensemble approach 
followed this. 

Table 1. Comparison of proposed vs. existing approaches 

Dataset 
ML 

algorithm 

Accuracy (%) 

Sensitivity Specificity 
F1-

score 

No. of features 
Time 

(min) 
AUROC Without 

feature 
With 
feature 

Without 
feature 

With 
feature 

Cleveland 

LR 86 92 0.75 0.71 0.15 14 10 0.11 92.85 

RF 80 87 0.78 0.69 0.14 14 9 0.11 92.35 

L-GBM 84 88 0.72 0.70 0.15 14 11 0.79 93.85 

SVM 80 86 0.75 0.73 0.15 14 7 6.81 91.45 

BRT 79 87 0.86 0.90 0.16 14 12 1.1 92.35 

Ensemble 

Model 
87 93 0.91 0.93 0.17 14 8 0.05 95.90 

 

 

Fig 5. Accuracy comparison 
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Fig 6. Sensitivity, specificity and F1-score comparison 

 

 

Fig 7. Feature representation 
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Fig 8. Execution time comparison 

 

Fig 9. AUROC comparison 

On the other hand, decision trees performed the poorest achieving an accuracy of 78%, which was 8.46% less than the 
proposed model. Because neural networks perform so well, we have used an ensemble model for training and paired an MLP 
with feature augmentation. The outcomes obtained with different latent space sizes are shown in Fig 6. The average accuracy 
achieved with a 10-fold CV is displayed in each graphic. When the latent space had 100 features rather than the original 11 
characteristics, the classification accuracy rose from 3.78% to 89.543%. Since preliminary results showed that training the 
ensemble model simultaneously with a multi-tasking NN improved classification, a fresh round of trials with a network in 
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place of the MLP classifier has been carried out. In addition to being the most effective method for identifying cardiac issues, 
this strategy makes it possible to extract additional features from the dataset. This approach handles structured data by 
reorganizing the data using the ensemble model, merging features to create new ones, and adding the optimal spatial 
representation. Fig 7 shows findings with different latent space sizes for comparison. The best result in this new series of 
trials was achieved with an accuracy of 98% and a latent space of 200 additional features. When it comes to a condition that 
can lead to patients experiencing severe problems or even dying, this is a pretty intriguing boost in performance of over 4.5% 
over the standard MLP. Our suggestions perform better than the vanilla MLP and the random forest model, as demonstrated 
in Fig 8 and Fig 9. The results obtained in the original dataset are improved by feature augmentation techniques as 
demonstrated. 

Furthermore, accuracy is slightly increased by reorganizing the additional features integrating DenseNet with MLP. The 
Kolmogorov-Smirnov test and the Independent Samples t-test, two statistical tests, verified that the suggested strategy 
produces better results than more conventional approaches. These tests were conducted by grouping the accuracy results into 
two groups: (group I) existing techniques, which comprised traditional MLP and machine learning techniques, and (group 
II) strategies suggested in this research, which included DenseNet with GNM in conjunction with MLP. Following the 
application of these tests, the results showed that, in contrast to the accuracy achieved with conventional techniques, the 

accuracy advantage attained by the recommended strategy is statistically significant with a value of 𝑝 < 0.001. Furthermore, 
the dataset used in this work has been used in a few recent publications. A study employing various machine learning 
approaches was carried out. A stacking strategy that combines logistic regression and K-NN yielded the best results with an 
accuracy of 87.24% when the vote classifier output from the previous methods was used to perform a K-NN classification. 
RF achieved an accuracy of 86%. For example, by integrating the output of RF, MLP, Boost, Decision Trees, and Logistic, 
the final result is obtained by training a meta classifier using regression. This stacking technique was recently introduced. 
Comparing this method to our idea, it obtained an accuracy of 89% under the same experimental settings. A comparison 
between our concept and the findings of the state of the art is shown in Table 1. Our ensemble classifier with DenseNet, 
GNM and MLP results is superior to all other reported approaches. 

3. CONCLUSION 

This work presents deep learning-based methods for predicting heart problems by combining classification and feature 
augmentation tasks using a dataset of patient records from five hospitals. Only 11 of the 918 samples in this collection exhibit 
clinical traits. The DenseNet, GNM and MLP are combined to form an ensemble approaches in a novel architectural method. 
Since only eleven features are in the dataset, the DenseNet has been used to extract further features through feature 
augmentation. GNM can be trained using the many features we have gathered by rearranging them into a 2D array. These 
two procedures use the classifier data acquired as feedback in the back-propagation technique to produce a complicated net 
that combines the classifier (MLP or GNM) which has been used to increase feature extraction capabilities. The suggested 
ensemble model outperforms MLP by 0.6% while training the ensemble model concurrently. By forcing it to employ spatial 
position information in order to extract more pertinent features, DenseNet impedes the feature extraction process. The 
convolutional network performs significantly better even after altering the feature extraction process. A thorough analysis 
showed that 200 neurons are the ideal number of neurons in the DenseNet, which represents the new properties. This study 
indicates that having more neurons does not always result in better outcomes because the results decline at a specific size. 
Compared to typical classifiers trained on the same dataset and under the same conditions, our performance of 98% was 
4.4% better. The state-of-the-art methods which employed stacking and a combination of approaches was also exceeded. 
Furthermore, it is a computationally very costly technique because ensemble requires studying multiple models sometimes 
to achieve the desired outcome. Since identifying a cardiac condition in a patient can result in survival, the advancements 
described in this publication and the suggested approach are highly relevant to the field's experts. 
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