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ABSTRACT 

This research presents an innovative real-time gesture recognition system leveraging a combination of computer vision 

techniques and deep learning models. The system's primary objective is to accurately interpret hand gestures captured by a 

camera in real-time and translate them into meaningful commands or actions. The methodology adopted involves the 

integration of MediaPipe Hands, a robust hand detection, and tracking framework. Following hand detection, the system 

performs feature extraction using KeyPoint analysis, capturing essential spatial information about hand movements. The 

extracted features are then fed into a deep learning model, specifically a Long Short-Term Memory (LSTM) network, 

renowned for its ability to capture temporal dependencies in sequential data. This LSTM-based model is trained to classify 

the detected hand gestures into predefined action categories. Through extensive training on diverse datasets, the model learns 

to recognize a wide range of hand gestures with remarkable accuracy and robustness. The developed system offers versatile 

applications across various domains, including sign language translation, human-computer interaction, and virtual reality 

interfaces. Its real-time capabilities enable seamless interaction between users and devices, facilitating intuitive and natural 

communication channels. Experimental evaluations conducted on real-world datasets demonstrate the effectiveness and 

efficiency of the proposed approach, showcasing its potential for widespread adoption in practical scenarios. 
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1. INTRODUCTION 

In recent years, thanks to its wide range of applications in the field of human computer interaction, virtual reality, sign 

language interpretation and robotics, gesture recognition has gained significant attention mainly because of its ability to 

recognize hand gestures. The ability to accurately interpret and classify hand gestures allows more natural interaction 

between humans and machines as we can see in fig. 1 the gestures in ASL, which will lead to improved user experience as 

well as increased accessibility [1]. Hand gesture recognition techniques used in the past were based on hand-coded elements 

and machine learning techniques. But with the emergence of deep learning, especially CNNs and RNNs (long short-term 

memory) such as LSTM, there’s been a shift towards a more data-centric and holistic approach to hand gesture recognition. 

These deep learning models capture complex spatial and time patterns in raw input data and deliver high-quality hand gesture 

recognition results. In hand gesture recognition, one of the main issues is the robustness to changes in lighting, hand pose, 

and background. To overcome this issue, robust feature representations need to be developed and effective training strategies 

need to be developed. In recent years, there has been a lot of research into feature extraction techniques, such as handcrafted 

features like HOG and scale-invariant feature transform (SIFT). There has also been a lot of learning about deep neural 

network (DNN) representations. To address this issue, we have developed a comprehensive hand gesture recognition study 

using deep learning models in combination with traditional machine learning methods. We use recent advances in DNN 

architectures, especially LSTM (Light-Shifted Stereoscopic Mapping) based recurrent networks (LSTM-RNN). Our goal is 

to achieve high-accuracy, real-time hand gesture recognition in a wide range of environments. This study builds upon the 

findings and methodologies proposed in several recent research papers. For instance, Neel Kamal [1] introduced a real-time 

hand gesture recognition system based on convolutional neural networks (CNNs), demonstrating the feasibility of deep  
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learning for gesture recognition tasks. Natrajan [2] conducted a comprehensive survey of hand gesture recognition techniques 

Development of an End-to-End Deep Learning Framework for Sign Language Recognition, Translation, and Video 

Generation 

. Additionally, TM Reddy [3] proposed a novel approach using convolutional neural networks and OpenCV for hand gesture 

recognition, highlighting the importance of leveraging spatiotemporal information for improved performance. Furthermore, 

Muntadher Khamees [5] conducted an extensive review of feature representations for hand gesture recognition, comparing 

hand-crafted and learned features to identify effective strategies for capturing discriminative information from gesture data 

using CNN. Our study aims at contributing to the current progress in hand gesture recognition and establishing more solid 

and efficient interaction paradigms. 

2. LITERATURE REVIEW  

This literature review aims to provide an overview of recent studies on sign language recognition systems, their 

methodologies, and performance. 

 

Sr. 

No Authors Title Key Findings 

1 

Neel 

Kamal et 

al. 

(2019) 

Indian Sign Language Gesture 

Recognition using Image Processing 

and Deep Learning 

The system achieved 98.81% accuracy for Indian Sign 

Language gestures and 97.71% for American Sign 

Language, promising enhanced communication for the 

speech impaired. 

 

2 

Natrajan 

et al. 

(2022) 

Development of an End-to-End Deep 

Learning Framework for Sign 

Language Recognition, Translation, 

and Video Generation 

This paper presents innovative solutions for real-time 

Sign Language recognition, translation, and video 

generation, achieving over 95% classification accuracy 

and significant improvements in recognition precision 

and visual fidelity, as evidenced by various evaluation 

metrics 

3 

T.M 

Reddy et 

al. 

(2023) 

Sign Language Recognition Using 

OpenCV and Convolutional Neural 

Networks 

This study demonstrates CNN's efficacy in recognizing 

diverse sign language gestures, enabling rapid and 

precise communication without translation needs, thus 

enhancing accessibility for the speech and hearing 

impaired globally. 

 

4 

Muntadh

er 

Khamees 

et al. 

(2020) 

A Real-Time American Sign Language 

Recognition System using 

Convolutional Neural Network for 

Real Datasets 

This paper introduces a pioneering real-time ASL 

recognition system, achieving remarkable accuracy of 

98.53% for training and 98.84% for validation, 

demonstrating robust performance across diverse 

datasets and scenarios, thus advancing accessibility for 

the hearing impaired. 

5 

G. A Rao 

et al. 

(2018) 

Deep convolutional neural networks 

for sign language recognition 

This paper presents a CNN-based approach for Indian 

sign language recognition, leveraging self-operated 

SLR mobile application data and a newly created 

dataset. Achieving a recognition rate of 92.88%, it 

signifies a significant stride in sign language 

recognition technology. 

 

6 

Amrita 

Thakur 

et al. 

(2020) 

Real time sign language recognition 

and speech generation 

This paper underscores the significance of Sign 

Language Recognition systems, employing neural 

networks for accuracy and user-friendliness, enabling 

independent and seamless two-way communication for 

the hearing impaired. 
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 In recent years, the field of sign language recognition has seen remarkable progress, largely owing to the integration of 

image processing techniques and deep learning models. This section provides a comprehensive overview of key studies and 

methodologies in sign language recognition, focusing on the models utilized and their corresponding accuracies. 

Neelkamal (2019) introduced a novel approach for Indian Sign Language (ISL) gesture recognition utilizing image 

processing and deep learning techniques [1]. Their methodology involved preprocessing hand gesture images, extracting 

relevant features, and training deep learning models to recognize ISL gestures. By employing state-of-the-art deep learning 

architectures, such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs), they achieved an 

impressive accuracy of 98.81%. Their work demonstrated the efficacy of deep learning in the context of sign language 

recognition, particularly in the domain of ISL. 

Building upon this foundation, Natrajan (2022) proposed an end-to-end deep learning framework for sign language 

recognition, translation, and video generation [2]. Leveraging the power of CNNs and bidirectional long short-term memory 

(Bi-LSTM) networks, their framework not only recognized sign language gestures but also translated them into text and 

generated corresponding video sequences. With a comprehensive approach that addressed both recognition and translation 

tasks, Natrajan [2]. achieved a commendable accuracy of 95%. This study showcased the potential of deep learning in 

enabling seamless communication for individuals with hearing impairments. 

In a similar vein, Reddy [3] (2023) investigated sign language recognition using OpenCV and CNNs. By combining computer 

vision techniques with deep learning methodologies, their approach aimed to facilitate real-time recognition of sign language 

gestures. Although specific accuracy metrics were not provided, Reddy's work emphasized the practical implementation of 

sign language recognition systems, with a focus on efficiency and real-time performance. 

Khamees (2020) contributed to the field by developing a real-time American Sign Language (ASL) recognition system based 

on CNNs [4]. Their system, designed to recognize ASL gestures from real datasets, achieved an impressive accuracy of 

98.83%. This study highlighted the importance of real-time systems in facilitating seamless communication for individuals 

using ASL. 

Furthermore, Rao (2018) explored the application of deep convolutional neural networks (CNNs) in sign language 

recognition [5]. Although specific accuracy figures were not reported, their study underscored the effectiveness of deep 

learning models in capturing complex spatial and temporal patterns inherent in sign language gestures. 

Thakur (2020) investigated real-time sign language recognition and speech generation using CNNs [6]. Their approach not 

only recognized sign language gestures but also generated corresponding speech output in real time. With a high accuracy 

of 97.78%, Thakur's work demonstrated the feasibility of integrating sign language recognition systems with speech 

generation technologies. 

In summary, these studies collectively underscore the significant advancements achieved in sign language recognition 

through the integration of image processing and deep learning techniques. The utilization of deep learning models, 

particularly CNNs, has shown promise in accurately recognizing sign language gestures in real time, thereby enhancing 

communication accessibility for individuals with hearing impairments.  

3. METHODOLOGY 

i. Dataset Description 

The dataset used for training the gesture recognition model comprises images capturing various American Sign Language 

(ASL) gestures. These images were collected through a systematic data collection process, which involved participants 

performing ASL gestures in front of a webcam or similar camera device. Each participant was instructed to perform a 

predefined set of ASL gestures, ensuring a diverse range of hand movements and poses in the dataset. The collected images 

were then stored and labeled according to the corresponding ASL gestures as shown in fig. 1, forming the basis of the training 

and testing datasets for the gesture recognition model. The dataset has been collected for each alphabet of the that too with 

250+ images each so that to provide most accurate results. The dataset even consists of gestures in variables light exposure 

so that even in the light less surroundings we get accurate predictions.  
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Fig. 3.1 American Sign Language 

 

ii. Data Collection Process 

Images are captured from a webcam and saved to subdirectories corresponding to different American Sign Language (ASL) 

gestures. To set up the data collection process, you need to create a directory named Image in your project directory. Within 

the Image directory, create subdirectories for each ASL gesture you want to collect data for (e.g., A, B, C, etc.). Then, execute 

the provided Python script, which initializes the webcam and displays the video feed in a window named "data". Additionally, 

it shows a cropped region of interest (ROI) in a separate window named "ROI". To capture images for different ASL gestures, 

press the corresponding keys ('a' for gesture A, 'b' for gesture B, etc.). Each key press saves the current frame from the 

webcam feed as an image in the corresponding subdirectory (e.g., pressing 'a' saves an image in the A subdirectory). Repeat 

this process for each ASL gesture, ensuring enough images for each gesture to build a robust dataset. After collecting the 

images, preprocess them as needed for training your gesture recognition model, including resizing, normalizing pixel values, 

and converting them to a suitable format for training. 

iii. Model Architecture 

The gesture recognition model architecture is based on Recurrent Neural Networks (RNNs), specifically Long Short-Term 

Memory (LSTM) cells. RNNs are well-suited for modeling sequential data, making them suitable for tasks such as gesture 

recognition, where the temporal evolution of hand movements is crucial for accurate classification. LSTM cells, a variant of 

RNNs, were chosen for their ability to capture long-range dependencies in sequential data while mitigating the vanishing 

gradient problem often encountered in traditional RNNs. The model architecture comprises multiple layers of LSTM cells, 

allowing it to learn complex temporal patterns in ASL gestures. 

iv.  Model Training Process 

The training process involves feeding the preprocessed image data into the LSTM-based model and optimizing its parameters 

using the Adam optimizer. The dataset is split into training and validation sets to monitor the model's performance and 

prevent overfitting. During training, the model learns to classify ASL gestures based on input image sequences and 

corresponding labels. We can witness this in fig 2 the overall block diagram of the process. The loss function, typically 

categorical cross-entropy, is minimized using backpropagation, and the model's performance is evaluated using metrics such 

as accuracy, precision, and recall. Training continues until the model achieves satisfactory performance on the validation set, 

indicating its readiness for deployment. 
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Fig 3.4. - Architecture of the Hand Gesture Recognition System 

 

v. Model Evaluation and Optimization 

Once trained, the model's performance is evaluated using a separate test set comprising unseen ASL gesture images. The 

evaluation metrics, including accuracy, precision, recall, and F1-score, provide insights into the model's performance and 

help identify areas for improvement. Techniques such as hyperparameter tuning, regularization, and data augmentation may 

be employed to optimize the model further and enhance its accuracy and robustness in real-world scenarios. Additionally, 

qualitative evaluation methods such as visual inspection of model predictions and error analysis may be performed to gain 

deeper insights into the model's behavior and identify potential sources of error. 

4. IMPLEMENTATION 

i. Code Structure 

Data Collection Module: Responsible for capturing video frames from the webcam, preprocessing them, and storing them in 

a structured dataset. This module ensures consistent and high-quality data collection, following the approach outlined by 

Neel Kamal [1]. 

Model Training Module: Utilizes TensorFlow and Keras to implement deep learning models, specifically CNN and LSTM 

networks. The dataset prepared in the data collection phase is used to train these models, leveraging techniques from Natrajan 

[2], T.M Reddy [3], G. Anantha Rao [5], and Amrita Thakur [6]'s works to optimize training processes and achieve high 

accuracy. 

Real-time Gesture Recognition Module: Integrates the trained models with MediaPipe Holistic framework for real-time 

gesture recognition. It involves processing video frames, extracting hand landmarks using MediaPipe's pre-trained models, 

and feeding them into the trained CNN and LSTM networks for prediction. The implementation draws inspiration from 

Muntadher Khamees' real-time sign language recognition system [4]. 

ii. Libraries and Framerwork 

TensorFlow and Keras: 

These are essential tools for building and training deep learning models. TensorFlow provides a flexible platform for 

constructing machine learning models, while Keras offers a high-level API for creating neural networks. Together, they 

enable the development of sophisticated models like convolutional neural networks (CNNs) and long short-term memory 

(LSTM) networks, specifically tailored for recognizing sign language. 

OpenCV (Open-Source Computer Vision Library): 

OpenCV is crucial for handling video input from webcams and performing various image processing tasks. It offers functions 

and algorithms for tasks such as capturing video frames, resizing images, and applying filters. By utilizing OpenCV, the 

system can efficiently process real-time video data, ensuring accurate gesture recognition. 

MediaPipe Holistic: 

MediaPipe Holistic is a framework designed for holistic human perception. It includes pre-trained neural networks for 

detecting and tracking human body landmarks, such as facial landmarks, hand landmarks, and body pose estimation. 

Integrating MediaPipe Holistic provides robust feature extraction capabilities, particularly beneficial for detecting and 
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analyzing hand gestures in sign language recognition systems. 

 

Fig. 2 - The hand landmarks model of Mediapipe 

 

iii. Data Collection Process 

The data collection process is a crucial step in building a robust sign language recognition system. It involves capturing video 

frames from the webcam using OpenCV and saving them to a designated directory. To ensure the effectiveness and diversity 

of the dataset, the collection process is structured according to sign language gestures, aligning with the approach proposed 

by C.K.M Lee in " American sign language recognition and training method with recurrent neural network " (2020). 

The webcam continuously captures video frames, which are then processed and saved in real-time. Each gesture is recorded 

separately, with multiple instances captured to create a comprehensive dataset. The dataset is organized into subdirectories 

corresponding to different sign language gestures, enabling easy access and management during the training phase. 

iv. Model Training 

Model Training: The training phase utilizes TensorFlow and Keras to develop an LSTM network, inspired by Morgen Junior 

Muchada's work. The process begins with data preprocessing, including resizing and normalization, as outlined by Neel 

Kamal and Natrajan [1,2]. The LSTM architecture captures temporal dependencies in sign language sequences, aided by 

techniques like dropout to prevent overfitting, as per G. Anantha Rao's [5] findings. Early stopping mechanisms and data 

augmentation, suggested by Muntadher Khamees, [4] are employed for better performance and robustness. Model evaluation 

on a validation set ensures optimal performance before deployment in real-world applications. 

v. Real-Time Gesture Recognition 

In the real-time gesture recognition module, the trained CNN and LSTM models are integrated with MediaPipe Holistic 

framework. This integration allows for the processing of video frames and extraction of hand landmarks using MediaPipe's 

pre-trained models. These landmarks are then fed into the trained CNN and LSTM networks for prediction, enabling real-

time recognition of sign language gestures. This approach draws inspiration from Muntadher Khamees' work on a real-time 

American Sign Language recognition system using CNN for real datasets. 

vi. Evaluation and Performance Optimization 

Throughout the implementation process, evaluation metrics such as accuracy, precision, and recall are used to assess the 

performance of the models. Additionally, optimization techniques are applied to enhance the efficiency and speed of real-

time gesture recognition. These optimizations may include model quantization, algorithmic optimizations, and hardware 

acceleration using specialized libraries or frameworks. 

5. DATASET DESCRIPTION 

Resolution: The images are captured at a standardized resolution to maintain consistency across the dataset. This ensures 

uniformity in image quality and facilitates effective training of deep learning models. Hand Poses: Each image depicts a 

hand gesture corresponding to a specific alphabet in American Sign Language. The hand poses vary to capture the natural 

variability observed in sign language gestures, including variations in finger positions, palm orientation, and hand shapes. 

Lighting Conditions: The dataset encompasses images captured under different lighting conditions, including both natural 

and artificial lighting settings. This variation enables our model to generalize well to unseen lighting conditions and enhances 

its robustness in real-world scenarios. Backgrounds: Images are captured against diverse backgrounds to simulate real-world 

environments. This includes backgrounds with varying textures, colors, and clutter levels, ensuring that our model can 

effectively discern hand gestures amidst different visual contexts. 



Siddharth Kashyap, Suraj Saxena, Sumit Gautam, Latika Sharma, Dr. Anurag Gupta, Dr. 

Bhoopendra Kumar  

pg. 78 

Journal of Neonatal Surgery | Year: 2025 | Volume: 14 | Issue: 24s 

 

 

Fig. 6.1 Some photos of dataset capturing Sign Language 

 

6. RESULT AND DISCUSSION 

The results of our sign language recognition system exhibit remarkable accuracy, achieving approximately 99% accuracy 

after just 200 epochs of training [1]. This achievement aligns closely with the findings of previous studies, such as the work 

by Neel Kamal, which also demonstrated high accuracy in Indian Sign Language gesture recognition using deep learning 

techniques [6]. Our system's performance is further corroborated by Natrajan et al.'s research, which showcased the 

effectiveness of an end-to-end deep learning framework for sign language recognition, achieving a commendable accuracy 

of 95% [7]. As we can see in Fig. 6.1 and 6.2, the relationship between the number of epochs, training loss, and training 

accuracy is pivotal in gauging a machine learning model's progress. Typically, as the epochs increase, the training loss 

decreases, indicating improved model performance. Concurrently, training accuracy tends to rise, reflecting the model's 

enhanced ability to make correct predictions. However, fluctuations and plateaus in these metrics are common and influenced 

by factors like model complexity and data quality. Thus, while observing these trends provides valuable insights, it's essential 

to interpret them considering the specific model and dataset. 

 

Fig 7.1 Training Loss 

 

 

Fig. 7.2. Training Accuracy 

            

One contributing factor to the success of our system is the utilization of recurrent neural networks (RNNs), specifically Long 

Short-Term Memory (LSTM) networks. These architectures have proven effective in capturing the temporal dependencies 
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inherent in sign language gestures [2]. Our approach aligns with the findings of Natrajan et al., who also employed LSTM 

networks in their framework for sign language recognition and reported promising results [7]. 

Furthermore, the quality and diversity of our training dataset plays a crucial role in achieving high accuracy levels. Our 

dataset, inspired by the methodologies outlined in the works of T.M Reddy and G. Anantha Rao, encompasses a wide range 

of sign language gestures captured from various angles and lighting conditions [3, 4]. This diversity enables our model to 

generalize well to unseen data and adapt to different signing styles, as highlighted by Muntadher Khamees in his real-time 

American Sign Language recognition system [8]. 

To enhance the robustness of our model and mitigate overfitting, we employ data augmentation techniques such as random 

rotations, translations, and flips. These techniques, inspired by the research of Amrita Thakur, have proven effective in 

improving the generalization capabilities of deep learning models for hand gesture recognition tasks [5]. 

 

 

Fig 7.3 Showing 100% accuracy for the Letter B 

 

 

Fig. 7.4 Showing 100% accuracy for the Letter A 

 

Additionally, our efficient training methodologies draw inspiration from various optimization strategies outlined in the 

referenced papers. Adaptive learning rate scheduling and early stopping, as suggested by previous research, contribute to the 

rapid convergence of our model and prevent overfitting to the training data [1, 3]. 

In summary, our sign language recognition system achieves impressive accuracy levels, demonstrating the effectiveness of 

the model architecture, training methodology, and dataset used. By building upon the findings and methodologies proposed 

in the referenced papers, our study contributes to the ongoing progress in hand gesture recognition and lays the foundation 

for more robust and efficient interaction paradigms for individuals with hearing impairments. 

7. CONCLUSION 

In conclusion, the development of a sign language recognition system using deep learning techniques holds significant 

promise for enhancing communication and accessibility for individuals with hearing impairments. Through the utilization of 

recurrent neural networks, specifically Long Short-Term Memory (LSTM) networks, coupled with a comprehensive dataset 

and efficient training methodologies, the system has demonstrated impressive accuracy levels, reaching approximately 99% 

after just 200 epochs of training. 

In the future, we aim to enhance the sign language recognition system by advancing its capabilities beyond single signs to 

recognize phrases and even complete sentences. This expansion will involve leveraging the contextual information present 

in sequences of signs, enabling more accurate and natural language understanding. To achieve this, we plan to explore 
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sequence-to-sequence models, such as encoder-decoder architectures, which have shown promise in various natural language 

processing tasks. By training the model on annotated datasets containing sign language phrases and sentences, we can teach 

it to understand the grammatical and syntactical structures inherent in sign language communication. Additionally, we will 

investigate techniques for incorporating multimodal inputs, such as video and skeletal data, to provide richer context and 

improve the robustness of the system across different signing styles and environments. Through these advancements, we aim 

to create a more comprehensive and effective sign language recognition system that better serves the needs of individuals 

with hearing impairments, promoting greater accessibility and inclusivity in communication. 
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